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**ABSTRACT**

**Bachelor’s degree in 09.03.04 Software Engineering.**

**Study profile/ Specialization/ Bachelor’s Program “Software Engineering”**

**Course title:** **Parallel Programming**

**Variable part of Block 1, 3 credits**

**Instructor:** *Chusov A.A.*

**At the beginning of the course a student should be able to:**

* develop and extend one’s competence and proficiency, to improve own cultural level (GC-1);
* creatively approach and use achievements of science and technology in one’s area of expertise with respect to demands of regional and global labor markets (GC-4);
* use modern methods and technology (including information technology) in the professional domain (GC-5);
* analyze problems and latest developments in technology of programming at any time (GPC-3);
* choose architecture and hardware of modern computers, systems and networks (PC-5);
* exploit modern system software: operating systems, networking frameworks and service applications (PC-7);
* use modern software applications in order to address challenges;
* develop and implement algorithms solving unordinary problems during design and production activity.

**Learning outcomes: GPC-2, GPC-7, PC-4, PC-6, PC-9.**

**Course description.**

The course covers the following topics.

Introduction to Parallel Computing.

Parallel computing architectures: vectorized computing, multiprocessors with shared and distributed memory, graphical processors for general-purpose computations.

Software interfaces and linguistic instruments for concurrent and parallel computing.

Developing parallel algorithms for given problems. Implementing algorithms for parallel computers of different architectures. Performance of parallel implementations.

**Main course literature:**

1. Sosnin V.V., Balakshin P.V. Vvedenie v parallel'nye vychislenija [Introduction to Parallel Computing]. — Saint-Petersburg: ITMO, 2015 (rus)

2. A.V. Boreskov et al. Parallel'nye vychislenija na GPU. Arhitektura i programmnaja model' CUDA [Parallel computing on GPU. CUDA architecture and Programming Model]. — Moscow: MSU, 2015 (rus)

3. Jelementy imitacionnogo modelirovanija processov funkcionirovanija informacionno-vychislitel'nyh sistem [Basic simulation of processes within informational and computing systems] — Moscow: MTUCI, 2014 (rus)

4. Mishhenko V.K. Arhitektura vysokoproizvoditel'nyh vychislitel'nyh sistem [Architecture of High Performance computers]. — Novosibirsk: NSTU, 2013 (rus)

5. Ziangirova L.F. Vychislitel'nye sistemy, seti i telekommunikacii [Computing systems, networks and telecommunication]. — Saratov: Vuzovskoe obrazovanie, 2015 (rus)

6. Joransson, A. Jeffektivnoe ispol'zovanie potokov v operacionnoj sisteme Android [Efficient Usage of Threads of the Android Operating System]. — Moscow: DMK Press, 2015 (rus)

**Form of final control:** exam*.*

**Аннотация к рабочей программе дисциплины**

**«Параллельное программирование»**

Рабочая программа дисциплины «Параллельное программирование» разработана для студентов бакалавриата 4 курса, обучающихся по направлению 09.03.04 Программная инженерия, в соответствии с требованиями ФГОС ВО.

Трудоемкость дисциплины 3 зачетных единицы (108 часа). Дисциплина «Параллельное программирование» базируется на дисциплинах «Основы алгоритмизации и программирования», «Вычислительные системы, сети и низкоуровневое программирование», «Объектно-ориентированное программирование», «Методы вычислений», «Фундаментальные структуры данных и алгоритмы», изучаемых в бакалавриате.

Дисциплина реализуется на 4 курсе, в 7 семестре. Учебным планом предусмотрено: 18 часов лекций в интерактивной форме обучения и 36 часов лабораторных работ, из них 18 часов с использованием методов активного обучения. На самостоятельную работу студентов отводится 54 часов, из них на подготовку к экзамену 45 часов.

**Цель:** раскрыть смысл ключевых понятий из области параллельных вычислений, сформировать представление о современных параллельных вычислительных архитектурах, моделях, методах и технологиях их программирования, привить навыки работы с параллельными вычислительными платформами.

**Задачи:**

* приобретение студентами базового набора знаний в областях параллельной алгоритмизации и параллельных вычислений;
* первичных навыков работы с современными параллельными вычислительными системами и инструментальными средствами разработки параллельного программного обеспечения.

Для успешного изучения дисциплины «Параллельное программирование» у обучающихся должны быть сформированы следующие предварительные компетенции:

* способность к самосовершенствованию и саморазвитию в профессиональной сфере, к повышению общекультурного уровня (ОК-1);
* способность творчески воспринимать и использовать достижения науки, техники в профессиональной сфере в соответствии с потребностями регионального и мирового рынка труда (ОК-4);
* способность использовать современные методы и технологии (в том числе информационные) в профессиональной деятельности (ОК-5);
* готовность анализировать проблемы и направления развития технологий программирования (ОПК-3);
* способность к выбору архитектуры и комплексирования современных компьютеров, систем, комплексов и сетей системного администрирования (ПК-5);
* готовность к использованию современных системных программных средств: операционных систем, операционных и сетевых оболочек, сервисных программ (ПК-7).

Планируемые результаты обучения по данной дисциплине (знания, умения, владения), соотнесенные с планируемыми результатами освоения образовательной программы, характеризуют этапы формирования следующих компетенций (общепрофессиональные/ профессиональные компетенции (элементы компетенций)):

|  |  |
| --- | --- |
| **Код и формулировка компетенции** | **Этапы формирования компетенции** |
| ОПК-2 способен использовать современные информационные технологии и программные средства, в том числе отечественного производства, при решении задач профессиональной деятельности | Знает | основные направления развития вычислительных машин, комплексов и сетей, критерии применимости традиционных и нетрадиционных параллельных вычислительных архитектур для решения различных проблем предметных областей. |
| Умеет | создавать и применять вычислительные системы, как универсального, так и специализированного назначения, для решения вычислительных задач предметной области. |
| Владеет | методами алгоритмического представления вычислительных проблем в формах, реализуемых на параллельных вычислителях традиционных и нетрадиционных архитектур. |
| ОПК-7 способен применять в практической деятельности основные концепции, принципы, теории и факты, связанные с информатикой | Знает | концептуальные основы параллельных вычислений, области применимости основных параллельных алгоритмов, оценки эффективности параллельных программ, критерии параллелизуемости последовательных алгоритмов, модели параллельных вычислений. |
| Умеет | выполнять моделирование, синтез, анализ, параллельных алгоритмов, оценку их эффективности с использованием фундаментальных понятий информатики и дискретной математики. |
| Владеет | навыками синтеза и анализа параллельных алгоритмов решения типовых вычислительных задач с заданными функциональными требованиями к эффективности. |
| ПК-4 готовность к использованию методов и инструментальных средств исследования объектов профессиональной деятельности | Знает | современные инструментальные средства проектирования, анализа, реализации, отладки и тестирования параллельных программ для параллельных вычислителей основных современных архитектур. |
| Умеет | применять современные универсальные и специализированные инструментальные средства моделирования, анализа и разработки программ, формулировать и оценивать эффективность различных параллельных реализаций. |
| Владеет | навыками работы с основными инструментальными средствами проектирования, реализации и разработки программного обеспечения для основных параллельных вычислительных архитектур. |
| ПК-6 владение навыками моделирования, анализа, и использования формальных методов конструирования программного обеспечения | Знает | методы моделирования и анализа параллельных алгоритмов и программ при решении задач предметной области. |
| Умеет | создавать и применять модели информационных технологий и проблем предметных областей для решения вычислительных задач в предметных областях. |
| Владеет | методами синтеза и анализа моделей информационных технологий, а также применения этих моделей для решения вычислительных задач в предметных областях. |
| ПК-9 владение навыками использования операционных систем, сетевых технологий, средств разработки программного интерфейса, применения языков и методов формальных спецификаций, систем управления базами данных | Знает | основные инструменты языков программирования и операционных систем для реализации параллельных вычислений, логические сущности, предоставляемые параллельными платформами для параллельного программирования, критерии их применимости, их вклад в функциональную эффективность. |
| Умеет | выбирать адекватные решаемой вычислительной задаче параллельные методы и средства языков программирования, операционных систем и платформ; формально обосновывать свой выбор. |
| Владеет | навыками адекватного применения сущностей интерфейсов реализации параллельных вычислений, на основе функциональных требований к эффективности, а также требований инкапсуляции и связанности интерфейсов параллельной реализации. |

Для формирования вышеуказанных компетенций в рамках дисциплины «Параллельное программирование» применяются неимитационные методы активного/интерактивного обучения: выполнение проектов с использованием компьютерных технологий и специализированного программного обеспечения.

1. **СТРУКТУРА И содержание теоретической части курса (18 часов)**

**Тема 1. Обоснование и теоретические основы параллельных вычислений, алгоритмов и программ (2 часа)**

1. Актуальность параллельных вычислений. Закон Мура и гипотеза Минского.

2. Теоретическое обоснование параллельных вычислений. Параллелизуемость и масштабируемость параллельных алгоритмов. Закон Амдала. Параллельные формы алгоритмов.

**Тема 2. Архитектуры и интерфейсы платформ для параллельных вычислений (4 часа)**

1. Таксономия Флинна.

2. Параллельные системы с общей памятью. Симметричные мультипроцессоры. Кэш-память и когерентность кэша.

3. Системы с разделенной памятью. Архитектуры вычислительных систем с разделенной памятью. Особенности дизайна параллельных вычислений с использованием мультикомпьютеров.

4. Использование специализированных процессоров для решения задач, примеры реализации для цифровой обработки одномерных сигналов. Графические процессоры для вычислений общего назначения. Реализация GPGPU Nvidia. Архитектура и язык Nvidia CUDA.

**Тема 3. Обзор языковых средств реализации параллельных вычислений (4 часа)**

1. Языковое расширение и библиотека OpenMP для языков C и C++.

2. Средства реализации совместных и параллельных вычислений Windows и Posix.

3. Интерфейс реализации совместных и параллельных вычислений с помощью стандартной библиотеки C11.

4. Потоки C++11 и параллельные алгоритмы C++17.

5. Примеры реализации параллельных алгоритмов поиска минимума и аккумулирования элементов вектора.

**Тема 4. Средства управления параллельными вычислениями (3 часа)**

1. Интерфейс и реализация взаимодействия единиц параллельного выполнения в системах с общей и разделенной памятью. Управление вычислениями с помощью передачи сообщений в системах с общей и разделенной памятью.

2. Проблемы управления и контроля доступа к разделяемым ресурсам. Состязательность и гонки. Ложное разделение памяти. Синхронизация доступа к разделяемым ресурсам.

3. Примитивы синхронизации параллельного выполнения в системах с общей памятью. Мьютексы. Мониторы: переменные условия, события и семафоры. Барьерная синхронизация.

4. Проектирование и реализация комплексных протоколов синхронизации доступа к разделяемым ресурсам. Реализация событий и семафоров на основе мьютексов и переменных условий. Реализация интерфейса передачи сообщений на основе многопоточной очереди сообщений.

5. Примитивы синхронизации, предоставляемые библиотеками языков C11 и C++11, платформами Windows и Linux (Pthreads). Масштабируемость алгоритмов, использующих синхронизацию.

6. Параллелизм, основанный на задачах. Интерфейс, балансировка нагрузки, пулы потоков, планирование выполнения. Примеры реализации параллелизма, основанного на задачах, (расчет чисел последовательности Фибоначчи) с помощью конструкций OpenMP и C++11.

**Тема 5. Логическая модель и программная архитектура графических процессоров Nvidia CUDA (2 часа)**

1. Логическая модель вычислителей CUDA. Потоковые мультипроцессоры CUDA. Блоки и потоки CUDA.

2. Память CUDA: общая память устройства, разделяемая память и кэш, текстурная память.

3. Компиляция CUDA кода. Взаимодействие компилятора nvcc, LLVM и распространенных компиляторов C++ Windows и Linux.

4. Понятие группы потоков CUDA Warp. Оценка занятости мультипроцессоров CUDA при выполнении вычислений и доступе к памяти. Перекрывающийся доступ к разделяемой и общей памяти.

**Тема 6. Реализация параллельных вычислений с помощью CUDA (3 часа)**

1. CUDA расширение языка C. Понятие ядра (kernel) CUDA. Функции устройства. Поддержка элементов языков C и C++ и ограничения среды выполнения CUDA.

2. Передача данных между хостом и устройством CUDA.

3. Использование разделяемой (shared) памяти для снижения длительности ввода-вывода данных. Влияние адресации и выравнивания на сериализацию доступа к разделяемой памяти: банки разделяемой памяти и конфликты доступа к банкам.

4. Асинхронное и одновременное выполнение ядер (kernel) CUDA. Потоки CUDA Stream. Реализация гетерогенного параллелизма с помощью центрального мультипроцессора и процессоров CUDA.

5. Высокоуровневые библиотеки CUDA. Nvidia Thrust. PyCUDA. Поддержка CUDA в среде Matlab.

1. **СТРУКТУРА И содержание практической части курса**

**Лабораторные работы (36 час.)**

**Лабораторная работа № 1. Реализация параллельного численного интегрирования потоками выполнения центральных процессоров с помощью OpenMP, потоков C++11 и средств операционной системы (6 час.)**

Реализовать последовательный и параллельный алгоритм численного интегрирования функции с записью локальных результатов интегрирования разделяемый массив и суммированием его элементов в основном потоке выполнения. Измерить показатели времени выполнения интегрирования от количества используемых рабочих потоков.

**Лабораторная работа № 2. Доступ к разделяемой памяти: кеширование, синхронизация посредством взаимного исключения, состязательность и гонки (6 час.)**

Модифицировать алгоритм численного интегрирования функции так, чтобы элементы массива результатов, получаемых рабочими потоками, были выравнены по восьмибайтовой границе. Модифицировать алгоритм так, чтобы частные результаты интегрирования накапливались в разделяемой переменной, защищаемой мьютексом. Оценить масштабируемость обеих реализаций.

**Лабораторная работа № 3. Параллелизм выполнения, реализуемый задачами (6 час.)**

С помощью мьютекса и монитора реализовать блокирующую очередь задач, агрегирующий ее пул рабочих потоков, предоставляющий интерфейс для добавления задач и ожидания их выполнения, а также класс задач, рекурсивно реализующих вычисление заданного элемента последовательности Фибоначчи. Оценить и объяснить масштабируемость реализации.

**Лабораторная работа № 4. Параллельные алгоритмы инициализации массива и вычисления среднего с помощью редукции на CUDA (4 час.)**

В рамках одного ядра (kernel) CUDA реализовать алгоритм параллельной инициализации массива случайными числами с помощью линейного конгруентного генератора и выбранного источника энтропии, и затем, выполнив барьерную синхронизацию с помощью \_\_syncthreads, осуществить вычисление среднего арифметического сгенерированных элементов через их редукцию.

**Лабораторная работа № 5. Использование разделяемой памяти блока CUDA и параллельная фильтрация одномерного сигнала, представленного массивом целых (6 час.)**

Представить и реализовать программой для устройства CUDA алгоритм, принимающий на вход вектор числовых значений и выполняющий инициализацию выходного буфера, так чтобы каждый его элемент был средним значением элементов входного вектора, которые принадлежат окну с заданным радиусом, расположенным над соответствующим элементом входного вектора.

Модифицировать реализацию так, чтобы использовалась разделяемая память блока устройства CUDA, выполнив барьерную синхронизацию. Оценить ускорение вычислений для различных радиусов окна.

**Лабораторная работа № 6. Параллельное быстрое преобразование Фурье на CUDA (4 час.)**

Реализовать БПФ одномерного сигнала, представленного входным вектором целочисленных значений. Для реализации использовать единственное ядро CUDA и синхронизацию с помощью барьера.

**Лабораторная работа № 7. Гетерогенный параллелизм, реализуемый потоками центрального процессора и потоками CUDA. Асинхронный ввод-вывод и одновременность выполнения различных реализаций ядер CUDA. (4 час.)**

Реализовать параллельную генерацию синусоидального сигнала рабочими потоками центрального процессора параллельно с потоками CUDA. Каждый рабочий поток центрального процессора должен до выполнения собственных вычислений вызывать ядро CUDA с одним блоком и максимальным числом потоков в блоке. Передача данных между устройством и виртуальной памятью и вызов ядра CUDA должны выполняться в собственном потоке (stream) CUDA. Оценить эффект от привязки страниц виртуальной памяти, в которых выделен выходной буфер, к CUDA с помощью cudaHostRegister.

1. **УЧЕБНО-МЕТОДИЧЕСКОЕ обеспечение самостоятельной работы ОБУЧАЮЩИХСЯ**

Учебно-методическое обеспечение самостоятельной работы обучающихся по дисциплине «Параллельное программирование» представлено в Приложении 1 и включает в себя:

план-график выполнения самостоятельной работы по дисциплине, в том числе примерные нормы времени на выполнение по каждому заданию;

характеристика заданий для самостоятельной работы обучающихся и методические рекомендации по их выполнению;

требования к представлению и оформлению результатов самостоятельной работы;

критерии оценки выполнения самостоятельной работы.

1. **контроль достижения целей курса**

|  |  |  |  |
| --- | --- | --- | --- |
| № п/п | Контролируемые разделы / темы дисциплины | Коды и этапы формирования компетенций  | Оценочные средства  |
| текущий контроль | промежуточная аттестация |
| 1 | Обоснование параллельных вычислений  | ОПК-2ОПК-7ПК-4ПК-6ПК-9 | знает  | Устный опрос (УО-1);тесты (ПР-1) | Экзаменазионные вопросы 1, 5, 11, 15, 21. |
| умеет | Устный опрос (УО-1);контрольная работа (ПР-2) | Экзаменазионные вопросы 1, 5, 11, 15, 21. |
| владеет | Контрольная работа (ПР-2);тесты (ПР-1) | Экзаменазионные вопросы 1, 5, 11, 15, 21. |
| 2 | Архитектура параллельных систем | ОПК-2ОПК-7ПК-4ПК-6ПК-9 | знает  | Устный опрос (УО-1);тесты (ПР-1) | Экзаменазионные вопросы 3, 12, 16, 17, 19, 25, 27, 29. |
| умеет | Устный опрос (УО-1);контрольная работа (ПР-2) | Экзаменазионные вопросы 3, 12, 16, 17, 19, 25, 27, 29. |
| владеет | Контрольная работа (ПР-2);тесты (ПР-1) | Экзаменазионные вопросы 3, 12, 16, 17, 19, 25, 27, 29. |
| 3 | Модели параллельных вычислений | ОПК-2ОПК-7ПК-4ПК-6ПК-9 | знает  | Устный опрос (УО-1);тесты (ПР-1) | Экзаменазионные вопросы 5, 7, 9, 10, 11, 13, 21, 23 |
| умеет | Устный опрос (УО-1);контрольная работа (ПР-2) | Экзаменазионные вопросы 5, 7, 9, 10, 11, 13, 21, 23 |
| владеет | Контрольная работа (ПР-2);тесты (ПР-1) | Экзаменазионные вопросы 5, 7, 9, 10, 11, 13, 21, 23 |
| 4 | Реализация параллельных алгоритмов | ОПК-2ОПК-7ПК-4ПК-6ПК-9 | знает  | Устный опрос (УО-1);тесты (ПР-1) | Экзаменазионные вопросы 2, 4, 6, 8, 10, 12, 14, 16, 18, 20, 22, 24, 26, 28, 30, 32 |
| умеет | Устный опрос (УО-1);контрольная работа (ПР-2) | Экзаменазионные вопросы 2, 4, 6, 8, 10, 12, 14, 16, 18, 20, 22, 24, 26, 28, 30, 32 |
| владеет | Контрольная работа (ПР-2);тесты (ПР-1) | Экзаменазионные вопросы 2, 4, 6, 8, 10, 12, 14, 16, 18, 20, 22, 24, 26, 28, 30, 32 |

Типовые контрольные задания, методические материалы, определяющие процедуры оценивания знаний, умений и навыков и (или) опыта деятельности, а также критерии и показатели, необходимые для оценки знаний, умений, навыков и характеризующие этапы формирования компетенций в процессе освоения образовательной программы, представлены в Приложении 2.

1. **СПИСОК УЧЕБНОЙ ЛИТЕРАТУРЫ И ИНФОРМАЦИОННО-МЕТОДИЧЕСКОЕ ОБЕСПЕЧЕНИЕ ДИСЦИПЛИНЫ**

**Основная литература**

*(электронные и печатные издания)*

1. Соснин В.В. Введение в параллельные вычисления [Электронный ресурс] / В.В. Соснин, П.В. Балакшин. — Электрон. текстовые данные. — СПб. : Университет ИТМО, 2015. — 54 c. — 2227-8397. — Режим доступа: http://www.iprbookshop.ru/68646.html

2. Параллельные вычисления на GPU. Архитектура и программная модель CUDA [Электронный ресурс] : учебное пособие / А.В. Боресков [и др.]. — Электрон. текстовые данные. — М. : Московский государственный университет имени М.В. Ломоносова, 2015. — 336 c. — 978-5-19-011058-6. — Режим доступа: http://www.iprbookshop.ru/54647.html

3. Элементы имитационного моделирования процессов функционирования информационно-вычислительных систем [Электронный ресурс] : практикум по дисциплине Архитектура вычислительных систем / . — Электрон. текстовые данные. — М. : Московский технический университет связи и информатики, 2014. — 8 c. — 2227-8397. — Режим доступа: http://www.iprbookshop.ru/63376.html

4. Мищенко В.К. Архитектура высокопроизводительных вычислительных систем [Электронный ресурс] : учебное пособие / В.К. Мищенко. — Электрон. текстовые данные. — Новосибирск: Новосибирский государственный технический университет, 2013. — 40 c. — 978-5-7782-2365-3. — Режим доступа: http://www.iprbookshop.ru/44898.html

5. Зиангирова Л.Ф. Вычислительные системы, сети и телекоммуникации [Электронный ресурс] : учебно-методическое пособие / Л.Ф. Зиангирова. — Электрон. текстовые данные. — Саратов: Вузовское образование, 2015. — 150 c. — 2227-8397. — Режим доступа: http://www.iprbookshop.ru/31942.html.

1. 6. Ёранссон, А. Эффективное использование потоков в операционной системе Android [Электронный ресурс] / А. Ёранссон ; пер. с англ. Снастина А.В. — Электрон. дан. — Москва : ДМК Пресс, 2015. — 304 с. — Режим доступа: https://e.lanbook.com/book/93268. — Загл. с экрана.

**Перечень информационных технологий**

**и программного обеспечения**

1. Среды разработки ПО Microsoft Visual Studio Community 2015 и Microsoft Visual Studio Community 2019.

2. Компиляторы gcc, g++ версии не ниже 6.2.0, а также отладчик gdb.

3. Пакет Nvidia CUDA Toolkit версии не ниже 9.0.

1. **МЕТОДИЧЕСКИЕ УКАЗАНИЯ**

**ПО ОСВОЕНИЮ ДИСЦИПЛИНЫ**

Для достижения поставленных целей преподавания дисциплины реализуются следующие средства, способы и организационные мероприятия:

изучение теоретического материала дисциплины на лекциях с использованием компьютерных технологий;

самостоятельное изучение теоретического материала дисциплины с использованием Internet-ресурсов, методических разработок, специальной учебной и научной литературы;

закрепление теоретического материала при проведении лабораторных работ, выполнение проблемно-ориентированных, творческих заданий.

подготовка материалов для выступления на семинарах по темам курса, участие в дискуссиях.

1. **мАТЕРИАЛЬНО-ТЕХНИЧЕСКОЕ ОБЕСПЕЧЕНИЕ ДИСЦИПЛИНЫ**

Лабораторные занятия проводятся в компьютерном классе.

|  |  |  |
| --- | --- | --- |
| № | Наименование | Кол- во |
| 1 | Библиотечный фонд ДВФУ |  |
| 2 | Учебные классы ДВФУС общим количеством:- посадочных мест- рабочих мест (компьютер+монитор)- проекторов, экранов | 110103 |
| 3 | Рабочие места с выходом в интернет | 10 |
| 4 | Вычислительные системы коллективного пользования ДВФУИз них:Вычислительных кластеров с архитектурой x86Вычислительных кластеров с архитектурой x86\_64Вычислительных кластеров с архитектурой x86\_64+GPU | 3111 |
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Федеральное государственное автономное образовательное учреждение высшего образования

**«Дальневосточный федеральный университет»**

(ДВФУ)

**ШКОЛА ЕСТЕСТВЕННЫХ НАУК**

**УЧЕБНО-МЕТОДИЧЕСКОЕ обеспечение самостоятельной работы ОБУЧАЮЩИХСЯ**

**по дисциплине «Параллельное программирование»**

**Направление подготовки 09.03.04 Программная инженерия**

профиль «Программная инженерия»

**Форма подготовки очная**

**Владивосток**

**2019**

**План-график выполнения самостоятельной работы по дисциплине**

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **№****п/п** | **Дата/сроки выполнения** | **Вид самостоятельной работы** | **Примерные нормы времени на выполнение** | **Форма контроля** |
| 1 | 2 неделя обучения | Составление и анализ параллельного алгоритма подсчета элементов с заданным свойством в векторе. | 3 часа | Проект |
| 2. | 4 неделя обучения | Составление и реализация параллельных алгоритмов длинной арифметики. | 7 | Проект |
| 3. | 4 неделя обучения | Быстрая сортировка с использованием параллельных вычислений. | 6 | Проект |
| 4. | 4 неделя обучения | Инструментальные средства параллельных вычислений в C11 и C++17. | 6 | Собеседование |
| 5. | 6 неделя обучения | Инструменты автоматизированного анализа параллельного кода программ. | 2 | Собеседование |
| 6. | 8 неделя обучения | Оптимизация доступа к разделяемой памяти блока CUDA на примере задачи умножения матриц. | 4 | Проект |
| 7. | 8 неделя обучения | Методы ограничения переупорядочивания инструкций процессора и языковых конструкций при компиляции. | 4 | Собеседование |
| 8. | 9 неделя обучения | Распределение вычислений и инструменты MPI. | 2 | Проект |
| 9. | 9 неделя обучения | Реализация параллельного сложения векторов с помощью OpenCL. | 2 | Проект |

Самостоятельные работы проводятся на рабочих местах с доступом к ресурсам Internet и в домашних условиях. Порядок выполнения самостоятельной работы соответствует программе курса и контролируется в ходе аудиторных занятий. Самостоятельная работа подкрепляется учебно-методическим и информационным обеспечением, включающим рекомендованные учебники и учебно-методические пособия.

Самостоятельная работа считается выполненной, в отчете по проделанной работе представлено письменные пояснения к полученным выводам и, если требуется, код программной реализации, компилируемый и выполняющий задачу корректно.

Проводится проверка правильности выполнения заданий по самостоятельной работе. Задание зачтено, если нет ошибок. По текущим ошибкам даются пояснения.
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**ФОНД ОЦЕНОЧНЫХ СРЕДСТВ**

**по дисциплине «Параллельное программирование»**

**Направление подготовки 09.03.04 Программная инженерия**

профиль «Программная инженерия»

**Форма подготовки очная**

**Владивосток**

**2019**

**Паспорт ФОС**

|  |  |
| --- | --- |
| **Код и формулировка компетенции** | **Этапы формирования компетенции** |
| ОПК-2 способен использовать современные информационные технологии и программные средства, в том числе отечественного производства, при решении задач профессиональной деятельности | Знает | основные направления развития вычислительных машин, комплексов и сетей, критерии применимости традиционных и нетрадиционных параллельных вычислительных архитектур для решения различных проблем предметных областей. |
| Умеет | создавать и применять вычислительные системы, как универсального, так и специализированного назначения, для решения вычислительных задач предметной области. |
| Владеет | методами алгоритмического представления вычислительных проблем в формах, реализуемых на параллельных вычислителях традиционных и нетрадиционных архитектур. |
| ОПК-7 способен применять в практической деятельности основные концепции, принципы, теории и факты, связанные с информатикой | Знает | концептуальные основы параллельных вычислений, области применимости основных параллельных алгоритмов, оценки эффективности параллельных программ, критерии параллелизуемости последовательных алгоритмов, модели параллельных вычислений |
| Умеет | выполнять моделирование, синтез, анализ, параллельных алгоритмов, оценку их эффективности с использованием фундаментальных понятий информатики и дискретной математики |
| Владеет | навыками синтеза и анализа параллельных алгоритмов решения типовых вычислительных задач с заданными функциональными требованиями к эффективности. |
| ПК-4 готовность к использованию методов и инструментальных средств исследования объектов профессиональной деятельности | Знает | современные инструментальные средства проектирования, анализа, реализации, отладки и тестирования параллельных программ для параллельных вычислителей основных современных архитектур. |
| Умеет | применять современные универсальные и специализированные инструментальные средства моделирования, анализа и разработки программ, формулировать и оценивать эффективность различных параллельных реализаций. |
| Владеет | навыками работы с основными инструментальными средствами проектирования, реализации и разработки программного обеспечения для основных параллельных вычислительных архитектур. |
| ПК-6 владение навыками моделирования, анализа, и использования формальных методов конструирования программного обеспечения | Знает | методы моделирования и анализа параллельных алгоритмов и программ при решении задач предметной области. |
| Умеет | создавать и применять модели информационных технологий и проблем предметных областей для решения вычислительных задач в предметных областях |
| Владеет | методами синтеза и анализа моделей информационных технологий, а также применения этих моделей для решения вычислительных задач в предметных областях. |
| ПК-9 владение навыками использования операционных систем, сетевых технологий, средств разработки программного интерфейса, применения языков и методов формальных спецификаций, систем управления базами данных | Знает | основные инструменты языков программирования и операционных систем для реализации параллельных вычислений, логические сущности, предоставляемые параллельными платформами для параллельного программирования, критерии их применимости, их вклад в функциональную эффективность. |
| Умеет | выбирать адекватные решаемой вычислительной задаче параллельные методы и средства языков программирования, операционных систем и платформ; формально обосновывать свой выбор |
| Владеет | навыками адекватного применения сущностей интерфейсов реализации параллельных вычислений, на основе функциональных требований к эффективности, а также требований инкапсуляции и связанности интерфейсов параллельной реализации |

Для формирования вышеуказанных компетенций в рамках дисциплины «Параллельное программирование» применяются неимитационные методы активного/интерактивного обучения: выполнение проектов с использованием компьютерных технологий и специализированного программного обеспечения.

|  |  |  |  |
| --- | --- | --- | --- |
| № п/п | Контролируемые разделы / темы дисциплины | Коды и этапы формирования компетенций  | Оценочные средства  |
| текущий контроль | промежуточная аттестация |
| 1 | Обоснование параллельных вычислений  | ОПК-2ОПК-7ПК-4ПК-6ПК-9 | знает  | Устный опрос (УО-1);тесты (ПР-1) | Экзаменазионные вопросы 1, 5, 11, 15, 21. |
| умеет | Устный опрос (УО-1);контрольная работа (ПР-2) | Экзаменазионные вопросы 1, 5, 11, 15, 21. |
| владеет | Контрольная работа (ПР-2);тесты (ПР-1) | Экзаменазионные вопросы 1, 5, 11, 15, 21. |
| 2 | Архитектура параллельных систем | ОПК-2ОПК-7ПК-4ПК-6ПК-9 | знает  | Устный опрос (УО-1);тесты (ПР-1) | Экзаменазионные вопросы 3, 12, 16, 17, 19, 25, 27, 29. |
| умеет | Устный опрос (УО-1);контрольная работа (ПР-2) | Экзаменазионные вопросы 3, 12, 16, 17, 19, 25, 27, 29. |
| владеет | Контрольная работа (ПР-2);тесты (ПР-1) | Экзаменазионные вопросы 3, 12, 16, 17, 19, 25, 27, 29. |
| 3 | Модели параллельных вычислений | ОПК-2ОПК-7ПК-4ПК-6ПК-9 | знает  | Устный опрос (УО-1);тесты (ПР-1) | Экзаменазионные вопросы 5, 7, 9, 10, 11, 13, 21, 23 |
| умеет | Устный опрос (УО-1);контрольная работа (ПР-2) | Экзаменазионные вопросы 5, 7, 9, 10, 11, 13, 21, 23 |
| владеет | Контрольная работа (ПР-2);тесты (ПР-1) | Экзаменазионные вопросы 5, 7, 9, 10, 11, 13, 21, 23 |
| 4 | Реализация параллельных алгоритмов | ОПК-2ОПК-7ПК-4ПК-6ПК-9 | знает  | Устный опрос (УО-1);тесты (ПР-1) | Экзаменазионные вопросы 2, 4, 6, 8, 10, 12, 14, 16, 18, 20, 22, 24, 26, 28, 30, 32 |
| умеет | Устный опрос (УО-1);контрольная работа (ПР-2) | Экзаменазионные вопросы 2, 4, 6, 8, 10, 12, 14, 16, 18, 20, 22, 24, 26, 28, 30, 32 |
| владеет | Контрольная работа (ПР-2);тесты (ПР-1) | Экзаменазионные вопросы 2, 4, 6, 8, 10, 12, 14, 16, 18, 20, 22, 24, 26, 28, 30, 32 |

**Шкала оценивания уровня сформированности компетенций**

|  |  |  |  |
| --- | --- | --- | --- |
| **Код и формулировка компетенции** | **Этапы формирования компетенции** | **критерии**  | **показатели** |
| ОПК-2 способен использовать современные информационные технологии и программные средства, в том числе отечественного производства, при решении задач профессиональной деятельности | знает (пороговый уровень) | основные направления развития вычислительных машин, комплексов и сетей, критерии применимости традиционных и нетрадиционных параллельных вычислительных архитектур для решения различных проблем предметных областей | Знание основных архитектур и интерфейсов параллельных вычислительных платформ и связанных с этим ограничений на реализацию. | Способность выбрать один из набора методов параллельных вычислений для произвольной предметной области на основе оценки их реализуемости и масштабируемости; способность спрогнозировать эффективность возможность реализации на наборе возможных параллельных вычислительных архитектур. |
| умеет (продвинутый) | создавать и применять вычислительные системы, как универсального, так и специализированного назначения, для решения вычислительных задач предметной области. | Умение оценить целесообразность применения параллельных вычислений, выбрать наиболее подходящую для решения вычислительной проблемы архитектуру вычислительной системы, оценить предоставляемые ей инструменты. | Способность адекватного анализа проблемы и выбора соответствующей архитектуры параллельной вычислительной платформы для решения выбранных вычислительных задач. |
| владеет (высокий) | методами алгоритмического представления вычислительных проблем в формах, реализуемых на параллельных вычислителях традиционных и нетрадиционных архитектур. | Владение навыками работы с программными средствами и системами, реализующими параллельные вычисления. | Способность реализовать заданный метод параллельных вычислений при помощи программного и аппаратного средства, а также получить результат на основе выборки реальных данных. |
| ОПК-7 способен применять в практической деятельности основные концепции, принципы, теории и факты, связанные с информатикой | знает (пороговый уровень) | концептуальные основы параллельных вычислений, области применимости основных параллельных алгоритмов, оценки эффективности параллельных программ, критерии параллелизуемости последовательных алгоритмов, модели параллельных вычислений | сущности и положения информатики, задающие концептуальную основу параллельной алгоритмизации и разработки параллельного программного обеспечения, существующие методы синтеза и анализа параллельных алгоритмов, оценки их эффективности и методов описания. | положения теории графов и ее применение для построения и исследования параллельных форм алгоритмов, оценки их эффективности; положения теории сложности и ее применение для оценки параллельных алгоритмов |
| умеет (продвинутый) | выполнять моделирование, синтез, анализ, параллельных алгоритмов, оценку их эффективности с использованием фундаментальных понятий информатики и дискретной математики | применять сущности фундаментальной информатики и математики для априорной и апостериорной оценки области применимости и эффективности параллельных алгоритмов и их реализаций. | выполнять теоретическое обоснование параллельных алгоритмов и параллельных вычислений |
| владеет (высокий) | навыками синтеза и анализа параллельных алгоритмов решения типовых вычислительных задач с заданными функциональными требованиями к эффективности. | навыками теоретико-экспериментального обоснования параллельных алгоритмов и программ, оценки их областей их применимости и эффективности | методами поиска квазиоптимальных параллельных форм алгоритмов, методами формулировки критерия эффективности параллельных алгоритмов и из реализаций, навыками представления параллельных форм алгоритмов. |
| ПК-4 готовность к использованию методов и инструментальных средств исследования объектов профессиональной деятельности | знает (пороговый уровень) | современные инструментальные средства проектирования, анализа, реализации, отладки и тестирования параллельных программ для параллельных вычислителей основных современных архитектур. | Знает методы анализа, тестирования и отладки параллельных алгоритмов и программ. | Способен осуществить и обосновать выбор адекватных инструментов для реализации параллельных вычислений для выбранного набора параллелизуемых задач. |
| умеет (продвинутый) | применять современные универсальные и специализированные инструментальные средства моделирования, анализа и разработки программ, формулировать и оценивать эффективность различных параллельных реализаций. | Умеет применять методы анализа проблемы для проектирования, реализации и поддержки параллельных программ, выбирать и использовать адекватные инструменты для моделирования, реализации, тестирования и отладки параллельных алгоритмов и программ. | Умеет осуществлять и обосновывать выбор адекватных методов параллельных вычислений для выбранного класса параллелизуемых задач. |
| владеет (высокий) | навыками работы с основными инструментальными средствами проектирования, реализации и разработки программного обеспечения для основных параллельных вычислительных архитектур. | Владеет навыками работы со средствами анализа, моделирования, тестирования и отладки параллельных алгоритмов и программ. | Владеет средствами анализа и моделирования параллельных алгоритмов и программ для решения типичных вычислительных задач предметной области. |
| ПК-6 владение навыками моделирования, анализа, и использования формальных методов конструирования программного обеспечения | знает (пороговый уровень) | методы моделирования и анализа параллельных алгоритмов и программ при решении задач предметной области. | Знает методы реализации и моделей параллельных вычислений. | Знает средства моделирования и представления параллельных вычислений для задач различных классов. |
| умеет (продвинутый) | создавать и применять модели информационных технологий и проблем предметных областей для решения вычислительных задач в предметных областях | Умеет составить модель проблемы, представить параллельные формы реализующих алгоритмов и оценить их эффективность; применить адекватные методы реализации параллельных вычислений. | Умеет применить адекватные средства представления модели параллельных вычислений для задач выбранных классов. |
| владеет (высокий) | методами синтеза и анализа моделей информационных технологий, а также применения этих моделей для решения вычислительных задач в предметных областях. | Владеет навыками синтеза и анализа моделей информационных технологий, а также применения этих моделей для решения вычислительных задач в предметных областях. | Владеет навыками выбора модели и реализации параллельных алгоритмов для вычислительных задач выбранных классов. |

**Методические рекомендации,** **определяющие процедуры оценивания результатов освоения дисциплины**

**Оценочные средства для текущей аттестации**

Проводится проверка правильности выполнения заданий по самостоятельной работе. Задание зачтено, если нет ошибок. По текущим ошибкам даются пояснения.

**Вопросы к экзамену**

1. Классификация архитектур вычислительных систем. (Классификация

Флинна).

2. Реализовать алгоритм

расчета средневзвешенного значения функции на интервале параллельно, если задана весовая функция , также определенная на интервале . Вход и выход обеих функций – числа с плавающей точкой двойной точности (double).

Оценить эффективность параллельного выполнения такого вычисления *T* потоками выполнения.

Пусть функция имеет побочные эффекты, которые могут приводить к гонкам. Какие изменения будет необходимо внести в реализацию, и как это повлияет на эффективность решения задачи?

3. Основные архитектуры параллельных компьютеров.

4. Пусть задана квадратная матрица значений с *N* столбцами, *N* строками и с рангом *N*. Реализовать ядро CUDA (и вспомогательные функции устройства), вычисляющее обратную матрицу . При условии, что все элементы матрицы могут быть умещены в собственной разделяемой памяти одного блока CUDA, а число , где *T* – максимальное число потоков CUDA на блок, реализовать алгоритм с использованием разделяемой памяти CUDA.

Интерфейс:

void Inverse(/\*in\*/ const double\* A, size\_t N, /\*out\*/ double\* AInv);

5. Модели параллельного программирования. Основные свойства

параллельных алгоритмов.

6. Пусть имеется оцифрованный звуковой сигнал, заданный набором уровней исходного сигнала на дискретном наборе временны̀х отчетов. Такое цифровое представление звукового сигнала можно рассматривать как вектор уровней сигнала.

Пусть уровень звука момент времени определяется 32-х битовым числом с плавающей точкой. С помощью CUDA реализовать фильтр, осуществляющий вейвлет-преобразование Хаара , так, чтобы для вектора из элементов

Интерфейс:

void h(const float\* input, size\_t N, float\* output);

7. Модель задача-канал. Основные свойства модели "задача/канал".

8. Пусть имеется некоторый канал, через который многопоточному серверу передаются запросы на последовательные вычисления, объем которых независим от запроса и равен *t*. Опишите возможную логическую организацию вычислений на сервере с *T* логическими процессорами. Опишите узкие места в предложенной организации и способ их устранения.

Если возможно атомарное получение количества потоков выполнения, единовременно выполняющих ожидание прихода через канал сообщения, то как повлияет на реализацию и оперативность сервера введение дополнительного параллельного и независимого канала?

9. Модель передачи сообщений.

10. С помощью переменных условий реализовать (с помощью Posix или C11 или C++11 threads) событие, под которым понимается механизм синхронизации со следующим интерфейсом:

Создание экземпляра: без параметров.

Ожидание события с блокировкой ожидающего потока:

void wait\_event(event);

Перевод события в сигнальное состояние:

void set\_event(event);

Сброс события из сигнального состояния:

void reset\_event(event);

Событие, не находящееся в сигнальном состоянии должно блокировать поток, вызывающий метод wait\_event над ним.

Когда событие переводится в сигнальное состояние, все потоки, ожидающие событие, разблокируются. Потоки, вызывающие wait\_event над событием, находящимся в сигнальном состоянии, не блокируются.

Событие остается в сигнальном состоянии до тех пор, пока не будет вызван метод reset\_event над ним.

Только что созданное событие находится в несигнальном состоянии.

11. Модель параллелизма данных.

12. С помощью переменных условий реализовать (с помощью Posix или C11 или C++11 threads) семафор, под которым понимается механизм синхронизации, который ассоциирован с некоторым целочисленным счетчиком потоков. Завладение семафором означает декремент положительного счетчика или, если счетчик равен нулю, блокировку вызывающего потока выполнения до тех пор, пока счетчик не окажется ненулевым. Инкремент счетчика потоков, агрегируемого семафором, связан с операцией освобождения семафора. Семафор создается с заданным целым числом N – максимальным числом потоков, которые единовременно могут владеть экземпляром семафора.

Требуется реализовать следующий интерфейс.

Создание семафора: на вход процедуры создания семафора подается беззнаковое целое ненулевое N.

Завладение семафором:

void acquire\_semaphore(semaphore);

Освобождение семафора:

void release\_semaphore(semaphore);

13. Модель разделяемой памяти.

14. С помощью CUDA реализовать подсчет в случайном большом векторе *V* из *N* 32-х битовых целых элементов, которые делятся на два, три и пять.

Интерфейс:

void count\_multiplies(const int \* V, size\_t N, unsigned\* m2, unsigned \* m3, unsigned \* m5);

15. Совместное и параллельное выполнение программ (Concurency vs Parallelism).

16. В языке C и в C-подобных (напр., php, perl) языках существует функция rand() без параметров, возвращающая псевдослучайное целое число на основе некоторого глобального состояния, которое переносит в себе энтропию (которой, с помощью функции srand генератор был проинициализирован) от генерации к генерации. И во многих случаях доступ к этому глобальному состоянию из множества потоков параллельного выполнения не является потокобезопасным. Сформулируйте возможные подходы к реализации параллельного (псевдо-) случайного генератора последовательностей чисел, записываемых в выходной вектор. Укажите на достоинства и недостатки выбранных подходов.

17. Реализация совместных вычислений средствами операционных систем Unix, Windows. Потоки Posix.

18. С помощью CUDA и центрального процессора реализовать гетерогенные параллельные вычисления для генерации в выходной вектор значений (плавающая точка, одинарная точность) синусоиды для заданных диапазоном и (большим) шагом *N* значений абсциссы.

Интерфейс:

void generate(float\* buffer, size\_t N, float x0, float XN\_1);

19. Языковые инструменты для параллельных и совместных вычислений: OpenMP, потоки C11 и C++11.

20. Составить параллельный алгоритм подсчета частот байтовых символов

в векторе байт input длины N. Результатом должна являться таблица частот – вектор weights из 256-ти целых типа unsigned.

Реализовать алгоритм для CUDA.

Интерфейс:

void gather\_weights(const uint8\_t\* input, size\_t N, unsigned\* weights);

21. Детерминизм параллельных алгоритмов и программ.

22. Пусть двумя векторами и заданы два длинных целых беззнаковых числа. Показать параллельную реализацию умножения «в столбик» потоками центрального процессора. Произведение должно быть записано в предоставленный буфер .

Интерфейс:

void parallel\_mul(const unsigned\* X, const unsigned\* Y, size\_t N, unsigned\* Z);

23. Параллелизм, основанный на задачах.

24. Какова временная вычислительная сложность подсчета суммы всех значений в случайном векторе чисел с помощью редукции, если имеется неограниченное количество параллельных логических процессоров?

25. Инструменты синхронизации при реализации совместных вычислений: мьютексы и мониторы.

26. Пусть задан некоторый двусвязный список , каждый *i*-ый узел которого хранит адреса соседних узлов, левого – L*i* и правого – R*i*, а также ассоциированное с ним значение с плавающей точкой одинарной точности (float). Для крайнего левого элемента указатель L0 равен NULL. Аналогично, для крайнего правого элемента списка указатель R*N*-1 равен NULL.

Ассоциировать каждый список с задачей и, используя SPMD-параллелизм, а также синхронизацию типа «барьер», реализовать алгоритм, который принимает на вход головной (первый) узел списка, а также значение *t* и изменяет значения на согласно формуле:

для и .

Реализовать алгоритм на CUDA с интерфейсом:

struct ListNode

{

 struct ListNode\* L;

 struct ListNode\* R;

 float V;

};

void fin\_diff(struct ListNode\* list, unsigned t);

27. Вычисления на графических процессорах. SIMT-параллелизм.

28. Пусть имеется некоторое дерево, которое задается корнем. Элементы дерева никак не упорядочены. Записать алгоритм параллельного поиска элемента с заданным значением в таком дереве, считая, что все элементы уникальны по ассоциированным с ними значениям. Реализовать алгоритм, используя понятие задачи и динамический параллелизм на центральном процессоре.

29. Ускорители вычислений NVIDIA CUDA. Программно-аппаратная архитектура CUDA.

30. С помощью потоков CUDA и, отдельно, потоков CPU реализовать быструю сортировку вектора . Учитывать ограничения на доступ к памяти за пределами буфера .

Интерфейс:

void parallel\_qsort(const float\* V, size\_t N, float\* V\_sorted);

Буферы V и V\_sorted разные и не пересекаются.

31. Гетерогенные вычисления с использованием центральных и графических процессоров.

32. Пусть на двумерном Евклидовом пространстве задан вектор точек , *N* > 2. Создать параллельный алгоритм поиска пары ближайших друг к другу точек, используя стратегию «разделяй и властвуй». Реализовать алгоритм на центральном процессоре, используя понятие задачи и динамический параллелизм.

struct point\_t

{

 float x, y;

};

void closest\_points(const point\_t\* P, size\_t N, point\_t\* p1, point\_t\* p2);

**Критерии выставления оценки студенту на экзамене**

|  |  |  |
| --- | --- | --- |
| **Баллы** (рейтинговой оценки) | **Оценка экзамена** (стандартная) | **Требования к сформированным компетенциям** |
| 86-100 | «отлично» | Оценка «отлично» выставляется студенту, если он глубоко и прочно усвоил программный материал, исчерпывающе, последовательно, четко и логически стройно его излагает, умеет тесно увязывать теорию с практикой, свободно справляется с задачами, вопросами и другими видами применения знаний, причем не затрудняется с ответом при видоизменении заданий, правильно обосновывает принятое решение, владеет разносторонними навыками и приемами выполнения практических задач.  |
| 76-85 | «хорошо» | Оценка «хорошо» выставляется студенту, если он твердо знает материал, грамотно и по существу излагает его, не допуская существенных неточностей в ответе на вопрос, правильно применяет теоретические положения при решении практических вопросов и задач, владеет необходимыми навыками и приемами их выполнения. |
| 61-75 | «удовлетворительно» | Оценка «удовлетворительно» выставляется студенту, если он имеет знания только основного материала, но не усвоил его деталей, допускает неточности, недостаточно правильные формулировки, нарушения логической последовательности в изложении программного материала, испытывает затруднения при выполнении практических работ. |
| 0-60 | «неудовлетворительно» | Оценка «неудовлетворительно» выставляется студенту, который не знает значительной части программного материала, допускает существенные ошибки, неуверенно, с большими затруднениями выполняет практические работы. Как правило, оценка «неудовлетворительно» ставится студентам, которые не могут продолжить обучение без дополнительных занятий по соответствующей дисциплине. |